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ÖZET

VERİ MADENCİLİĞİ TEKNİKLERİ KULLANILARAK AKADEMİK

YAYINLAR İÇİN PERFORMANS DEĞERLENDİRME SİSTEMİ

Taha Yiğit ALKAN
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Danışman: Prof. Dr. Melih GÜNAY

Haziran 2019; 43 sayfa

30.000 ve üstü öğrenci sayısına sahip büyük üniversitelerdeki araştırma alanları genel-

likle sosyal bilimler, fen bilimleri, uygulamalı bilimler, sağlık bilimleri, güzel sanatlar ve

atletizm gibi geniş bir yelpazedeki disiplinleri içerir. Bu nedenle, bireysel araştırmacıların

ve üniversite içindeki bölümlerin araştırma performansını değerlendirmek ve karşılaştır-

mak zordur.

Bu çalışmada, Akdeniz Üniversitesi’nde performansın değerlendirilmesi, araştırmala-

rın desteklenmesi ve işbirliğinin geliştirilmesi için bir yazılım geliştirilmiştir. Bu çalışma

için veriler İnsan Kaynakları, Web of Sciences (Wos) ve InCites veri tabanından elde edil-

miştir. Veriler veri madenciliği teknikleri ile analiz edilmiş ve araştırma alanlarına göre

değerlendirilmiştir.

Bu çalışma sonucunda yükseköğretim kurumlarında akademik yayın performansının

değerlendirilmesi için özgün bir yazılım uygulanmıştır. Bir akademik birim veya personel

için araştırma performansı gerçek zamanlı olarak erişilebilir hale gelmiştir. Yayın perfor-

mansı, araştırma kalitesinin ve etkinin iyi bir göstergesi olduğundan, akademisyenlerin ve

üniversitelerin etkinliğini belirlemek için kullanılabilir.
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denciliği, Web of Science
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ABSTRACT
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Research areas at large universities with a student body of 30K+ often include a wide

range of disciplines from Social Sciences, Natural and Applied Sciences, Health Sciences,

Fine Arts to Athletics. Therefore, it is challenge to evaluate and compare the research

performance of individual researchers and departments within the university.

In this study, a software has been developed to evaluate performance, support research

and collaboration at Akdeniz University. The data for this study is obtained from the

database of HR, Web of Science (Wos) and InCites. The data has been analyzed by data

mining techniques and evaluated according to research areas.

In this study, an original software for the evaluation of academic publication perfor-

mance was implemented for the Higher Education Institutes. Research performance for

an academic unit or staff may be accessible in real time. As publication performance is a

good indicator of quality of research and impact, it can be used to determine the effecti-

veness of academicians and universities.
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TAPÇI and Fatih ÖZBEK for their supports and advices during the development of Aca-

demic Performance Evaluation System.

I would like to thank my all professors, especially Asst. Prof. Dr. Asım Sinan YÜK-

SEL, for their teaching and effort throughout my college education.

Special thanks are for Gamze KIRAN for their endless patience, love, support.

iii



LIST OF CONTENTS

ÖZET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

TEXT OF OATH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

SYMBOLS AND ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2. LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1. Data Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2. Knowledge Discovery in Databases Process . . . . . . . . . . . . . . . . . . 4

2.3. Data Mining Components . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.4. Data Mining Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.5. Data Mining Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.5.1. Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.5.2. Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.5.3. Association Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.6. Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3. MATERIAL AND METHOD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.1. Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.2. Determination of Research Fields . . . . . . . . . . . . . . . . . . . . . . . 18

3.3. Clustering of Researchers . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.1. Euclidean Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3.2. Cosine Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4. RESULTS AND DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5. CONCLUSION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

6. REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

iv





ABBREVIATIONS

ESI : Essential Science Indicators

HR : Human Resources

IDF : Inverse Data Frequency

JIF : Journal Impact Factor

KDD : Knowledge Discovery in Databases

TF : Term Frequency

WoS : Web of Science

vi



LIST OF FIGURES

Figure 2.1. H-index representation (Hirsch 2005) . . . . . . . . . . . . . . . 8

Figure 2.2. Akdeniz University research areas (TÜBİTAK 2016) . . . . . . . 11
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INTRODUCTION T.Y. ALKAN

1. INTRODUCTION

Nowadays, many indicators are used to evaluate the academic performance of an aca-

demic organization, department or academician. Among indicators perhaps publication

performance is the most commonly used of all. Today, with the increase of online pub-

lications and ease of publishing through Internet, the number of publications exploded.

However, with this quantitative increase, the average quality of a publication dropped and

consequently it became increasingly difficult the judge the contribution of the academic

work hence the performance of the researcher.

In order to evaluate publication performance of a researcher, many metrics such as

H-index, M-index and G-index were developed. The most known of these indicators is

H-index. H-index measures individual research performance in 2 dimensions namely qu-

antity and quality. Quantity stands for number of publications and quality stands for num-

ber of citations. On the other hand, H-index doesn’t show information such as high re-

ferenced publications, seniority and current publication activity. Moreover, in different

research areas the habits of publications and citations differ. For this reason, researchers

and publications should be evaluated within their research area.

The subject of this study is to examine the characteristics of the publications of rese-

archers and establish research profiles of academic units at Akdeniz University and qu-

antify their impact within the respected research area. Akdeniz University is established

at 1982 with 6 faculties including medicine, engineering, agriculture, science and litera-

ture, fine arts, economics and administrative sciences. As of today, the university has 23

different faculties and 5 institutes. The total of undergraduate students in the 2018-2019

academic year was over 70.000, while there were about 3000 postgraduate students. All

academic staffs, including researcher, assistant, associate and professors was over 2000

at the end of 2018. Akdeniz University has wide range of research areas including social

sciences, health sciences, and engineering.

Within the scope of this study, the publications of Akdeniz University researchers

were evaluated with data mining methods. The concept of data mining can be explained

as obtaining valuable data from large datasets (Özkan 2016). Today, data mining has been

used in a wide variety of industries including marketing, earth science, computer science,
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finance, health services, and social media. With the data extracted, customer relations-

hips, decision making, planning and forecasting can be improved, new products can be

developed, and competitive advantage can be achieved.

The data that is the basis of the study and data mining, were obtained from Web of

Science which is an online scientific citation indexing service maintained by Clarivate

Analytics. Web of Science has known as the oldest citation resource, containing the most

prestigious academic journals used for the purpose of citation analysis (Leslie and Rens-

leigh 2013). Citation index is the index that lists the publications published in scientific

resources and the references that these publications received. There are many indexes se-

parated by subject matter (Art and Humanities Citation Index, Science Citation Index,

Emerging Sources Citation Index, Social Sciences Citation Index, Innovative Science and

Technology Publications etc.). Publications and references are scanned in these indexes.

These databases can be accessed via online scientific citation indexing services such as

Google Scholar, Web of Science, Scopus and Cite Seer. It is a challenge to identify authors

when indexing publications. To assign and identify individual researchers, organizations

provided ResearcherID, OpenID and ORCID for authors. ResearcherID was introduced

in January 2008 by Thomson Reuters. On the ResearcherID web site, authors are asked

to link their ResearcherID profiles with their own articles. In this way, the problem of

identifying authors has been solved.

ResearcherID was used to ensure that the data used in this study were reliable. Ho-

wever, in Akdeniz University not all researchers provided a ResearcherID. This study is

therefore confined with the research areas and researchers that whose researcher ids are

obtained. As of 2019 March, 1450 researchers are registered in ResearcherID database of

Akdeniz University.

Several parameters (citations, publications, journals, HR metadata) were tracked to

achieve the aim of the study and challenges were overcome as follows:

• Getting up-to date researcher information of the university

• Getting up-to date reliable publication information of the researchers

• Handling continues updates on citation of individual publications

• Varying publication metrics and research characteristics by research areas

2
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• Obtaining journal info and metrics

The thesis first explains the concept of data mining, presents a review of the litera-

ture on academic performance and then it presents the methodology used in the current

study. The thesis ends with a review of the main findings, discussion, implications and

limitations of the study.

3



LITERATURE REVIEW T.Y. ALKAN

2. LITERATURE REVIEW

2.1. Data Mining

Data mining is a multidisciplinary sub-field of computer science and statistics. Since

the concept of data mining is very comprehensive, there are many definitions in the lite-

rature. Data mining is the process of obtaining previously unknown, valid and applicable

information from large data sets and using these information while decision-making (Si-

lahtaroğlu 2013). Data mining is a new discipline that has sprung up at the confluence of

several other disciplines, stimulated chiefly by the growth of large databases (Hand 2006).

Data mining is the process of discovering patterns in large data sets involving methods at

the intersection of machine learning, statistics, and database systems (Chakrabarti et al.

2006).

2.2. Knowledge Discovery in Databases Process

Many people treat data mining as a synonym for another popularly used term, know-

ledge discovery from data, or KDD, while others view data mining as merely an essential

step in the process of knowledge discovery (Han et al. 2011). KDD consists of 7 steps:

1. Data cleaning

Data cleaning is the stage which inconsistent and noisy data is cleared from the

database. The missing data should be replaced by determined new data. In the de-

termination of the new data, many methods such as calculating average value, reg-

ression, using a constant can be used.

2. Data integration

The data to be used in the application can be obtained from many different sources.

This data need to be combined into one common source (Data Warehouse).

3. Data selection

All of the collected data may not be required for processing. In accordance with the

data mining method to be applied, useful data should be selected.

4. Data transformation

4
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Data transformation is defined as the process of transforming data into appropri-

ate form required by data mining procedure. Several methods such as min - max

normalization and z-score normalization can be used according to data type.

5. Data mining

At this stage, data mining techniques are applied to the prepared data. This techni-

que may be classification, regression or clustering according to the purpose of the

KDD process.

6. Pattern evaluation

The pattern evaluation module is mainly responsible for the measure of interesting-

ness of the pattern by using a threshold value.

7. Knowledge presentation

Knowledge representation is the process of visualizing the results of data mining

in a clear way. Reports and tables can be created; discriminant rules, classification

rules can be supported with visuals; trees can be visualized.

2.3. Data Mining Components

Some key components are needed for the data mining process:

• Data source: can consist of any kind of information repository such as database,

data warehouse, World Wide Web and spreadsheets.

• Data warehouse server: presents relevant data that is ready to be processed based

on the data mining process.

• Knowledge base: a store of information or data that is available to draw on. Pattern

evaluation module interacts with the knowledge base in order to make results more

accurate and reliable.

• Data mining engine: The data mining engine is a key component of the data mi-

ning process that performs data mining tasks such as classification, clustering and

prediction.

5
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• Pattern evaluation module: uses interest measures and interacts with the data mi-

ning modules in order to focus the search towards interesting patterns (Hemalata

and Vasanthakumari 2013).

• Graphical user interface: communicates between the user and the data mining

system. This module helps the user to use the system easily and efficiently without

knowing the real complexity behind the process.

2.4. Data Mining Applications

Today, data mining is used in a wide variety of industries including marketing, finance,

health services, and social media. With the data extracted, customer relationships, deci-

sion making, planning and forecasting can be improved, new products can be developed,

and competitive advantage can be achieved.

2.5. Data Mining Methods

There are several major data mining techniques that have been developed and used in

data mining process. Data mining techniques can be separated into 3 major categories as

classification, clustering and association rules by application type.

2.5.1. Classification

Classification is a supervised learning technique. Classification algorithms learn clas-

sification pattern by using training data and then uses this pattern to classify new data.

The values that specify classes on the data set are called labels.

Classification algorithms can be grouped into three broad categories by their methods:

decision trees, artificial neural networks and genetic algorithms.

2.5.2. Clustering

Cluster analysis is an unsupervised method for descriptive analytics. Clustering is a

process that groups data with similar properties into subsets. At the beginning of the

clustering process, data is not isolated and at each iteration clusters are grouped together

based on their similarity to each other.

6
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There are many methods (hierarchical methods, agglomerative clustering algorithms,

partitioning clustering algorithms and graph clustering etc.) in literature for clustering

analysis. Choosing the appropriate algorithm according to the data type is very important

for cluster analysis.

2.5.3. Association Rules

Association rules are data mining methods that analyze the occurrence of events toget-

her (Özkan 2008). These methods reveal the association rules with certain possibilities.

Association rules are the approaches that supports analyzing the historical data and iden-

tifying the association behaviors in this data.

Apriori, carma, sequence, GRI, eclat and FP-Growth are main algorithms being used

in association rules analysis.

2.6. Related Works

There are several indicators that are used for the evaluation of scientific publication

performance such as total number of publications, average number of citations, and num-

ber of qualified publications that are above a certain threshold. However, these indicators

only assess the performance of publication and researcher on a quantitative basis in single

dimensions therefore insufficient. John E. Hirsch, proposed h-index as a new indicator in

2005 to measure individual research performance in 2 dimensions namely quantity and

quality (Hirsch 2005). H-index is powerful in expressing publication and citation activity

for a given research area. The definition of the index is that a researcher with an index

of h has published h papers each of which has been cited in other papers at least h times

(Hirsch 2005). The H-index differs according to the data set. As an example, because the

journals they index are different, an author’s H-index indicator can be calculated diffe-

rently on Google Scholar and Web of Science.

A new publication of an author does not immediately affect the h-index indicator, nor

does it change the h-index indicator when a publication fails in terms of citation activity.

In order to increase the H-index indicator, the number of publications and the number

of citations in publications must increase proportionally. Thus, publication activity and

citation activity are measured effectively.

7
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Figure 2.1. H-index representation (Hirsch 2005)

There are also negative aspects of the H-index indicator. There is a certain period

of time for publications to cite. This situation poses a disadvantage for the authors who

have just begun publishing. Also, the citation of previous publications may be misleading

about the current publication activity of the senior authors. As the H-index cannot exceed

the number of publications by definition, it may not show a small number of highly cited

publications. Also, considering that the effect of publications in different research areas

vary, H-index may not accurately reflect academic performance.

In 2006, Leo Egghe proposed the g-index indicator because that the H-index indicator

does not show high-referenced publications (Egghe 2006). Basically, it is based on the

h-index indicator, but in short g index shows that the researcher has g publications with at

least g2 references.

In order to show high-referenced publications, Chun-Ting Zhang proposed the e-index

indicator in 2009. The purpose of the e-index indicator is to differentiate between different

citation patterns of scientists with close h-index indicators. The e-index indicator can be

explained by the formula given below (Zhang 2009).

e−index =
√
total number of citations−minimum hirsch index citations required

(2.1)

8
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For example, if the total number of citations of the first 5 publications of a researcher

with h-index indicator 5 is 125 (the minimum number of h-index references required for

h= 5 is 5x5= 25),

e− index =
√
125− 25 = 10 (2.2)

E-index is calculated as 10.

The m-index indicator has been developed for the proper comparison of academicians

who are new to publishing and senior academics. When calculating the M-index indi-

cator, h-index indicator is divided by the time between the first publication and the last

publication.

Another solution to this problem was brought by Bihui Jin in 2007. The age-weighted

citation rate is an age-old citation derived from the number of references to specific publi-

cations divided by the age of that article. Jin defines the AR-index indicator as the square

root of the sum of the age-weighted citation of all articles contributing to the H-index

indicator (Jin et al. 2007).

Table 2.1. Comparison of publication performance indexes

Publication

Activity

Citation

Activity

High Referenced

Publications
Seniority

Current Publication

Activity

H-Index X X X X X

G-Index X X X X X

E-Index X X X X X

M-Index X X X X X

AR-Index X X X X X

There have already been many studies of academic performance in the literature. For

example, Soutar et al. (2015) conducted an analysis of the research impact of 2263 mar-

keting academics using citation metrics in the top 500 research universities. The results

indicated that ranks the top 100 university marketing departments in the top 500. Patel

et al. (2012) compared h- index scores for the academic performance of healthcare rese-

archers from databases. Bar-Ilan (2008) compared the H-indexes of a list of highly-cited

9
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Israeli researchers from Google Scholar, Web of Science and Scopus databases.

In a study conducted in 2008, in Turkey between 1990 and 2000, each year the number

of publications in the SCI/SCI-E increased and it is stated that the H-index index also

increased. However, those states that less number of publications that compared with

other countries, it was determined that they have a much higher H-index than Turkey and

Turkey ranks last compared to other countries (Umut 2008).

A fuzzy logic approach was proposed by Kaptanoğlu and Özok (2010) for the eva-

luation of academic performance. While applying fuzzy logic approach, 3 main criteria

were determined as research, education and service, and 3 different methods (Liou and

Wang, Abdel Destiny and Dugdale, Chang) were tried separately for ordering fuzzy va-

lues. At the end of the study, while consistent results were obtained, it was stated that in

Chang method, because of the service criterion 0, it has a different effect on the result.

The study showed that the problem of academic performance evaluation can be solved as

a fuzzy decision-making problem.

URAP (University Rankink by Academic Performance) research laboratory was es-

tablished in 2009 at the Middle East Technical University Informatics Institute. In order

to evaluate higher education institutions in line with their academic achievements, they

develop scientific methods and share the results of the studies with the public (URAP

2018).

In 2016, TUBITAK published its university competency analysis report. In this report,

the publications and projects of universities were examined between 2010 and 2014, and

the reports based on objective data were given about the areas where the universities were

competent. The indicators taken into consideration while conducting competency analysis

are discussed under two main headings as “volume” and “quality” (TUBITAK 2016).

There are also several studies in the literature about the data mining methods used in

this study. In a study conducted in 2013, jaccard, dice and cosine coefficient, which are

similarity measurements, were compared. Cosine coefficient gave the best result in the

study performed with genetic algorithm (Thada and Jaglan 2013). In another study, dis-

tance measures have been compared on k-means algorithm for text clustering. Euclidean

distance was determined to be unsuitable for text clustering. The other 4 criteria showed

similar performance despite differences. The Jaccard and Pearson coefficient measures

10
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Figure 2.2. Akdeniz University research areas (TÜBİTAK 2016)

found more consistent clusters. The clustering solutions obtained with Pearson correla-

tion coefficient and the averaged KLD divergence measure were more balanced (Huang

2008).

In 2014, an improved k-means algorithm using modified cosine distance measure was

proposed. In the experiments conducted on the large data set over mahout and hadoop,

better results were obtained with modified cosine distance. Better results were obtained in

terms of cluster size, inter and intra cluster distances and cluster parent words (Sahu and

Mohan 2014).

11
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3. MATERIAL AND METHOD

In the process of determining the method of the study, many sources have been exa-

mined and a structure has been created to provide the most suitable conditions. In the

data layer, which is the basis of the application, Microsoft SQL Server 2017 was used to

store the data. Since application data is derived from many different sources, many servi-

ces have been developed to keep this data up to date. Also, REST API and user interface

projects are provided for processing and presenting of the data processed. In the develop-

ment of these software tools, many open source software and platforms such as Angular,

RabbitMQ, .NET Core, Python and Highcharts have been used.

The project can be examined in three main modules as shown in Figure. 3.3:

1. HR data integration module

In order to keep the staff data up to date, the service is designed in the .NET core

platform. This service, which runs once a day, updates the data of the staff who

have started to work, quited work or change their department.

2. Web of Science data integration module

An asynchronous structure is constructed to ensure that the Web of Science data is

always up to date. Since the data to be constantly updated is very large and Web of

Science web services have a request constraint, this module uses queue structure. At

the implementation stage of the queue structure, open source RabbitMQ software

has been used. A scheduled service posts the ResearcherID data to queue, another

service consumes the queue and uses this data to update the database using the Web

of Science services.

3. Data Mining & Analytic module

REST API was developed in the .Net CORE platform for the querying and pre-

paring the data during analytic, data mining, presentation and evaluation stages.

Additionally, the REST API was developed by using python programming langu-

age because of the large number of data mining libraries and performance. Results

are presented to the user with Angular single page application.

12
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Figure 3.3. Application architecture diagram

3.1. Data Set

The key analysis reports of the academic performance system rely on the data retrieved

from the Web of Science (WoS) databases. When authors publish research articles, they
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often supply first and last names, contact information and academic institutes. Even tho-

ugh such metadata can often reliably be used to evaluate and compare the performances of

academic institutes, individual performance evaluation may be a challenge as names may

not be unique and consistently entered throughout the career of an academicians. In order

to uniquely identify authors and associate them with their publications, a ResearcherID

profile was used. At Akdeniz University, administration asked academic staff to obtain a

ResearcherID if they don’t have one and add publications to their profile and let research

office to know their ResearcherID.

The first phase of this study was getting researcher information from human resources

department. Department hierarchy has been constructed in database and staff populated

with some information such as name, surname, title, ResearcherID, date of start and date

of dismissal according to their department

Figure 3.4. Department hierarchy and staff diagram

Subsequently, ResearcherID information was used for obtaining data from Web of Sci-

ence Web Services Expanded. Web of Science provides SOAP-based APIs which comply

JAX-WS, WSDL 1.1, SOAP 1.1 standards (Web of Science). Publications of researchers
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were obtained through Web of Science API’s search method using ResearcherID as aut-

hor identifier. The response of the search method returns list of publications of researcher

and consists of metadata as follows:

• WoSUID (WoS Unique Identifier)

• Title

• Abstract

• Publication date

• Database edition

• Document type

• Language

• Page count

• Journal info

• Subjects

• Headings

• Keywords

• Keyword+ (keyword that WoS assigned)

• Contributors

• Organizations

• Number of citations

• Number of references

Based on the API response a database schema has been designed to prevent data repeti-

tion, and established data consistency (Figure. 3.5). After database populated with pub-

lications of researchers, publications that cites to these publications and referenced by

these publications were obtained with using Web of Science unique identifier. InCites

API provides information for publications:

• Average number of citations to articles of the same document type from the same

journal in the same database year
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• Citation impact normalized for journal, year and document type subject

• Average number of times articles from a journal published in the past two years

have been cited in the JCR year

• The harmonic mean of citation rate values for all research fields to which an article

is assigned

• The percentile in which the paper ranks in its category and database year, based on

total citations received by the paper

• Citation impact normalized for subject, year and document type

• Publication has at least two different countries among the affiliations of the co-

authors

• Indicates that more than one institution has contributed to the document

• Papers that list their organization type as corporate for one or more of the co-authors

affiliations

• For each publication, these information has been obtained and populated.

Journal is the one of the most important criteria for publication. In order to evaluate jo-

urnal’s impact on publication, some metrics were gathered from Journal Citation Reports.

Since we do not have access to Journal Citation Reports services, metrics were gathered as

excel file by yearly. Then transferred to the database from the excel files. Metrics consists

of:

• Journal name

• Number of citations

• Web of Science document count

• Impact factor (5 years)

• Eigen factor

• Impact factor

• Quartile
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Journal Impact Factor is a publication-level metric introduced by Eugene Garfield,

the founder of the Institute for Scientific Information, in 1999. The Journal impact factor

shows average number of citations to articles published recent 2 years in that journal. JIF

has a simple formula:

JIFyear−1 =
citationsyear−1 + citationsyear−2

publicationsyear−1 + publicationsyear−2
(3.3)

JIF Quartile score represents journal’s percentile in their own category. Due to In-

Cites calculates Journal Impact Factor with considering Web of Science research areas,

a publication may has multiple Quartile score. In such a case, highest Quartile score is

considered.

Z =
Journal′s rank in category

Total number of journals in category
(3.4)

Table 3.2. JIF Quartile calculation

Q1 0.00 < Z < 0.25

Q2 0.25 < Z < 0.50

Q3 0.50 < Z < 0.75

Q4 0.75 < Z
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Figure 3.5. Database diagram

3.2. Determination of Research Fields

Nowadays, the studies are grouped in different research areas, but the group numbers

and labels vary. For example, Web of Science uses 5 broad categories; arts & humanities,

life sciences & bio medicine, physical sciences, social sciences, engineering and tech-

nology. According to Comte, Science has 5 branches which are earth & space, social

18



MATERIAL AND METHOD T.Y. ALKAN

sciences, life sciences, physical sciences and formal sciences. Essencial Science Indica-

tors(ESI), which is an analytical tool, ranks authors, institutions, countries and journals in

22 broad fields.

According to the Web of Science categorization scheme, when the publications in 5

main fields are examined, there are big differences. Based on the Web of Science cate-

gorization schema, the data obtained from InCites show a large difference in the number

of publications, the number of researchers and the number of citations. More than half of

publications and citations are in the life sciences field. On the contrary, the publications

in the field of art do not constitute one percent of the total publications.

Figure 3.6. Publication and Citation distrubiton

Incites data also shows that there are differences between quartiles. Average citations

and quartiles are proportional in each research area except art & humanities.

In this section, cluster analysis has been used in order to group Web of Science catego-

ries and find optimum number of research areas. Each publication assigned to one or more

categories by Web of Science (Table 3.4). It is possible to make a deduction according

to categories of publications. For example; it can be said that mathematics and mechanics
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Table 3.3. InCites Data

Category Quartile
# of

publications

# of

citations

avg

citation

% docs

cited

Engineering

and

Technology

Q1 2,429,314 63,584,260 26.1738 93.3679

Q2 1,333,544 16,978,585 12.7319 85.6622

Q3 935,501 6,491,368 6.9389 68.2629

Q4 914,925 2,795,501 3.0554 41.4337

Social

Sciences

Q1 526,086 12,111,46 23.0217 70.8107

Q2 408,437 4,929,399 12.0689 65.9522

Q3 311,102 2,535,155 8.1489 60.1770

Q4 308,199 1,098,474 3.5641 41.7107

Art &

Humanities

Q1 77,415 216,494 2.7965 23.6815

Q2 57,606 160,819 2.7917 30.8857

Q3 47,613 132,348 2.7796 38.2522

Q4 55,344 108,544 1.9612 34.1338

Physical

Sciences

Q1 3,544,374 109,165,791 30.7997 94.2362

Q2 1,930,814 27,233,660 14.1047 88.5676

Q3 1,103,921 8,454,993 7.6590 79.3266

Q4 908,806 3,872,512 4.2610 61.6276

Life

Sciences

Q1 9,210,795 220,987,720 23.9922 62.5374

Q2 3,816,193 53,423,280 13.9991 73.7076

Q3 2,396,845 24,119,084 10.0628 75.8171

Q4 1,856,043 10,331,769 5.5665 62.8506

has a relationship. Likewise, agriculture and plant sciences. Frequency of categories that

appear together may show their interest level. With this approach, categories that more

appears together should be into same cluster.

With this objective in mind, Total of 238,267 random and unique publications (1000

publications per WoS category have been obtained to establish well-balanced data set.

Subsequently, symmetric adjacency matrix has been created with calculating binary com-
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Table 3.4. Sample publications and their research areas

Publications Research Areas

Publication 1 Engineering(A), Mathematics(B), Mechanics(C)

Publication 2 Mathematics(B), Mechanics(C), Physics(D)

Publication 3 Engineering(A), Materials Science(E)

Publication 4
Construction & Building technology(F), Engineering(A),

Materials Science(E)

Publication 5 Chemistry(G), Electrochemistry(H)

Publication 6 Dermatology(I), Surgery(J)

Publication 7 Transplantation(K), Urology & Nephrology(L)

Publication 8 Agriculture(M), Plant Sciences(N)

Publication 9 Dermatology(O), Surgery(J)

Publication 10 Business & Economics(P), Social Sciences(R)

binations of categories assigned to publications (Table 3.5). Every time two categories

appear together, value of the related cell has been increased by 1.

At this part of the study, hierarchical clustering, which is one of the distance based

clustering techniques, has been used. Hierarchical clustering has a simple algorithm. At

first, it is considered that each observation as a separate cluster. Then, following steps are

applied:

repeat

identify the two clusters that are closest

merge these clusters

calculate new distances with linkage criteria

until all clusters merged

Linkage criteria is one of the most important criteria that affects the accuracy of results

of cluster analysis report. Linkage criteria determines from where distance is computed.

Commonly used 3 linkage criteria are:
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Table 3.5. Sample adjacency matrix calculated from Table 3.4

A B C D E F G H I J K L M N O P R

A 1 1 2 1

B 1 2 1

C 1 2 1

D 1 1

E 2 1

F 1 1

G 1

H 1

I 1

J 1 1

K 1

L 1

M

N

O 1

P 1

R 1

• Single linkage: between the two most similar parts of a cluster

• Complete linkage: between the two less similar parts of a cluster

• Average linkage: center of the clusters

In this study, complete linkage was used for the exact separation of research areas.

As a result of the process, a similar output to the Web of Science categorization scheme

was obtained. However, some categories differ because of interdisciplinary works. For

example, radiology, nuclear medicine and medical imaging categories are in computer

science cluster. This is due to the studies conducted between image processing sub-field

of computer science and medical imaging field. Examples can be reproduced but these
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are exceptions and can be ignored.

Figure 3.7. Computer science part of dendogram

As a result of cluster analysis, it was decided to evaluate the publications according to

5 research areas; life sciences, art & humanities, technology, social sciences and physical

sciences.

3.3. Clustering of Researchers

Increasing collaboration and determining the areas of strength require correct cluste-

ring of scientist within a research organization. Grouping of researchers based on depart-

ment/program may not be the best approach as science is increasingly becoming more

interdisciplinary (Porter and Rafols 2009). Therefore, the aim of this process is to objec-

tively group researchers using Web of Science categories. By grouping data using well

established data mining techniques, it may be possible to identify collaboration potential

between researchers by allowing them to find each other through a developed software.

Term Frequency (TF) is often used in information retrieval and text mining. It shows

how frequent a term occurs in a document. In our approach, for each researcher, publicati-

ons are assigned to 252 Web of Science categories and counted (Table 3.6). Subsequently,

a 252-dimensional vector was created for each investigator and each entry is populated

with TF-IDF value.

Term Frequency measures the frequency of the category in researcher’s publications

(Salton and Buckley 1988). Since the number of publication of each researcher is diffe-

rent, the importance of the category for each researcher has to be normalized. In order to

normalize and get a relative importance of the research field for the researcher, the pub-

lication count in each research area is divided by the total number of publications of the

researcher as given below.

23



MATERIAL AND METHOD T.Y. ALKAN

Table 3.6. Sample researcher category selection

Researcher
Web of Science

Category

Number of

Documents

Researcher 1

Hematology 1

Radiology, Nuclear Medicine

& Medical Imaging
1

Oncology 1

Medicine, General & Internal 1

Surgery 1

Pathology 1

Geriatrics & Gerontology 1

Medicine, Legal 6

Anatomy & Morphology 1

Gerontology 1

Researcher 2

Food Science & Technology 1

Agriculture, Multidisciplinary 1

Plant Sciences 2

Horticulture 1

Researcher 3

Mathematical & Computational

Biology
2

Multidisciplinary Sciences 2

Mathematics, Applied 1

Computer Sciences,

Interdisciplinary Applications
1

Biology 1

TF (t) =
# of times category t appears in researcher

Total number of publications of researcher
(3.5)

On the other hand, the Inverse Data Frequency (IDF) measures the importance of a

term with respect to all terms (Robertson 2004). In the application of IDF to research
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areas, all categories are initially considered equally important. As some common cate-

gories such as multidisciplinary sciences, engineering, interdisciplinary computer science

and others occur more frequent, the IDF reduces their importance. Meantime, less fre-

quent research area terms become more important with IDF. The logarithmic function is

used to calculate the weight of the rare research areas in the entire data set. In that way,

the research areas that occur rarely in the data set have a high IDF score.

IDF (t) = log(
Total number ofresearcher

Number of researcher who has category t
) (3.6)

After the term frequency and inverse data frequency values are calculated, the multip-

lication of these values gives the TF-IDF weight.

In this study, k-means method which is one of the partitional clustering methods was

used. The mechanism of this method is to minimize the distances of each point to the mid

point of the cluster at every iteration. After each iteration, the mid point and the labels

of the points are readjusted for optimum cluster (Özkan 2008). Before the K-Means al-

gorithm is applied, the optimum number of sets K should be determined. The approach

to determine optimum K is basically calculated by selecting different K values and cal-

culating the total distance of points to their assigned mid points. The process continues

until significant changes drop below a set threshold. To determine the set threshold, elbow

method is used. Elbow method examines the percentage of variance as a function cluster

count. Elbow method consists of following steps (Bholowalia and Kumar 2014):

set k=1, WCSS(k)=within cluster sum of errors;

do while:

set k++;

WCSS(k)=within cluster sum of errors;

δ = WCSS(k)−WCSS(k − 1)

if delta < threshold (when sharp drop)

break

end
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Within a cluster sum of errors are calculated as follows:

WCSS =
n∑
1

(yi − xi)2 (3.7)

where yi centroid for the observation xi.

Another factor affecting the performance of clustering is the selection of the distance

function. In this study, the following 3 different distance functions are applied:

3.3.1. Euclidean Distance

d(~u ,~v ) = ||~u − ~v || =

√√√√ n∑
1

(ui − vi)2 (3.8)

3.3.2. Cosine Distance

d(~u ,~v ) =
~u · ~v
||~u || ||~v ||

=

∑n
1 aibi√∑n

1 a
2
i

√∑n
1 b

2
i

(3.9)

WCSS values calculated using euclidean distance are shown in the Figure 3.8. Accor-

dingly, the k value was first determined as 5. However, when the clusters were examined,

a very unbalanced distribution has been observed. 578 of 656 researchers are in same

cluster. This comprehensive cluster is usually composed of researchers working in the

medical sciences and natural sciences. Since such clustering is undesirable, re-clustering

has been performed by increasing the number of clusters. Nevertheless, a balanced distri-

bution could not be achieved.

WCSS values calculated using cosine distance are shown in the Figure 3.8. The k

value was determined as 11 and clustering was performed. The results are shown in Table

3.6.

The number of researchers in clusters balanced and ranged from 29 to 136. Each

cluster has some significant research categories:

• C1 (astronomy & astrophysics, geosciences)

The majority of the studies in this cluster are about physics and astronomy. There

are also studies on geology and archaeology.

• C2 (urology & nephrology, pediatrics)

Urology & nephrology and pediatrics are the most popular subjects in this cluster.
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Figure 3.8. WCSS with using euclidian and cosine distance.

Urology & nephrology and pediatrics are close to each other because of the effective

publications of 3 researchers working in pediatric nephrology department.

• C3 (biochemistry & molecular biology)

In this cluster, studies on biology, biochemistry and cell biology are dominant.

• C4 (education & educational research)

This cluster includes studies on social sciences. It has been observed that geronto-

logy is a common area with both social sciences and medical sciences.

• C5 (nursing)

The main topics are related to nursing, oncology and management. There are pub-

lications on the care of cancer patients and hospital management.

• C6 (veterinary sciences)

This section includes studies on animals, insects and fish. Emergency medicine,

which is a sub-field of medical sciences, is also included in this cluster because of

animal origin injuries.
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• C7 (surgery)

Surgical studies in the field of medicine are included in this cluster. Due to its close

relationship with Pathology and Medical Imaging they are grouped together.

• C8 (mathematics, dermatology)

This was the most surprising cluster. However, at Akdeniz, there were enough num-

ber of people doing cross-field research in both fields.

• C9 (materials sciences)

This cluster is entirely based on materials science and its footsteps in both mecha-

nical and civil engineering.

• C10 (obstetrics & gynecology)

As a subset of medical sciences concentrated on gynecology and women health.

• C11 (food science & technology, plant sciences)

Food and plant sciences were under the life sciences category according to WoS.

As school of Agronomy has a large footprint at Akdeniz, there are separated and

clustered together.
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Table 3.7. Clusters by hiearchical clustering

Clusters Research Areas Departments

C1 (82)

Astronomy & Astrophysics (199)

Geosciences, Multidisciplinary (166)

Physics, Nuclear (109)

Physics, Multidisciplinary(87)

Environmental Sciences(80)

Faculty of Science (19)

Faculty of Engineering (18)

Faculty of Literature (13)

Faculty of Economis and

Administritive Sciences (5)

Teknik Bilimler (4)

C2 (37)

Urology & Nephrology (258)

Pediatrics (257)

Rheumatology (146)

Infectious Diseases (96)

Genetics & Heredity(85)

Faculty of Medicine (29)

Faculty of Health Sciences(2)

Faculty of Sport Sciences (2)

Faculty of Science (1)

Faculty of Dentistry (1)

C3 (70)

Biochemistry & Molecular Biology (415)

Endocrinology & Metabolism (278)

Medicine, Research & Experimental (256)

Cardiac & Cardiovascular Systems (227)

Neurosciences (213)

Faculty of Medicine (42)

Graduate School of

Health Sciences (8)

Faculty of Science (7)

Faculty of Engineering (3)

Faculty of Health Sciences (2)

C4 (44)

Education & Educational Research (147)

Social Sciences, Interdisciplinary (26)

Sport Sciences (12)

Linguistics (10)

Computer Sciences, Interdisciplinary (10)

Faculty of Education (14)

Faculty of Sport Sciences (9)

Faculty of Economics and

Administrative Sciences (6)

Faculty of Applied Sciences (5)

Faculty of Literature (4)

C5 (50)

Nursing (119)

Hospitality, Leisure, Sport & Tourism (75)

Management (61)

Oncology (42)

Medicine, General & Internal (31)

Faculty of Nursing (16)

Faculty of Economics and

Administrative Sciences (8)

Faculty of Tourism (5)

Faculty of Applied Sciences (4)

Faculty of Medicine (3)
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Contunation of Table 3.7.

C6 (29)

Veterinary Sciences (128)

Agriculture, Dairy & Animal Science (76)

Fisheries (46)

Entomology (28)

Faculty of Agriculture (11)

Faculty of Aquaculture (10)

Faculty of Medicine (2)

Graduate School of Natural and

Applied Sciences (2)

C7 (83)

Surgery (417)

Radiology, Nuclear Medicine

& Medical Imaging (280)

Urology & Nephrology (261)

Clinical Neurology (222)

Transplantation (213)

Faculty of Medicine (56)

Faculty of Dentistry (12)

Faculty of Literature (3)

Faculty of Engineering (3)

Faculty of Science (3)

C8 (53)

Mathematics, Applied (280)

Dermatology (237)

Mathematics (221)

Engineering, Electrical & Electronic (169)

Faculty of Science (19)

Faculty of Engineering (14)

Faculty of Medicine (6)

C9 (31)

Materials Science, Multidisciplinary (109)

Engineering, Multidisciplinary (84)

Engineering, Mechanical (77)

Engineering, Civil (76)

Mechanics (58)

Faculty of Engineering (20)

C10 (36)

Obstetrics & Gynecology (486)

Reproductive Biology (290)

Ophthalmology (140)

Pathology (137)

Cell Biology (125)

Faculty of Medicine (34)

Faculty of Engineering(1)

Faculty of Nursing (1)

C11 (136)

Food Science & Technology (496)

Plant Sciences (449)

Agronomy (320)

Environmental Sciences (237)

Biotechnology &

Applied Microbiology (205)

Faculty of Agriculture (55)

Faculty of Engineering(27)

Faculty of Science (16)
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4. RESULTS AND DISCUSSION

The main purpose of this study is to evaluate the academic publication performance

data of a university. To achieve this objective, some indicators have been determined and

presented. Distribution of academic titles per academic unit may be shown in Fig. 4.9.

Young universities and departments tend to have higher ratio of Assistant Professors then

Professors and Associate Professors. As academic units age, the ratio of Professors incre-

ase significantly which in turn may impact academic output performance.

Figure 4.9. Distribution of titles of academic staff at Akdeniz Univesity

Fig. 4.10 show yearly publication performance of any selected unit. Such information

may be used to follow trends over time and in cases it drops below a certain control limit

for a period of time then cause and effect may be investigated for improvement.

Figure 4.10. Publication count by year of an academic unit

31



RESULTS AND DISCUSSION T.Y. ALKAN

Fig. 4.11 shows the number of publications index at various databases in a pie chart for

academic units. It may be expected that while the publications for an Engineering Faculty

appear primarily in SCI and ISTP, in Social Sciences fields, the large chunk of publica-

tions is expected to appear in AHCI and SSCI. By comparing the ratio between SCI to

ISTP to SSCI and AHCI, relative performances of academic units within a university may

be obtained.

Figure 4.11. Distribution by indexes of publications at Akdeniz University

In Fig. 4.12, for the whole university and each school, academic department and staff

we plot:

• Number of citations

• Number of publications

• Average citation per publication

• Average citation per academic staff

• Average publication per academic staff

As shown in Fig. 4.13, Word Cloud has been generated for research areas for the whole

university, school, department and academic staff using the corresponding frequencies of

publications. However as some publications have higher citations than others, the citation

count was used as a multiplier in keyword frequency count in Word Cloud.
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Figure 4.12. Number of citations per publication for all academic units

Such word cloud shown in Fig. 4.13 helps administrators to understand quickly what

the academic unit focuses and produce strategies to effectively use resources.

Figure 4.13. Word cloud of research areas
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Quality of a publication may be assessed by JIF quartile value. JIF quartile distribution

of publications for an academic unit or staff as shown in Fig. 4.14 and Fig. 4.15 will

indicate the quality and impact of research that is carried out. Ideally, it is desired to have

most of the publications appear at Q1 and Q2 journals for a given research area.

Figure 4.14. Q values chart for departments

Figure 4.15. Q values chart for researchers
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Performance plots obtained for the university as a whole can also be retrieved easily

for each faculty and department by simply selecting the unit from the tree of academic

organization as shown in Fig. 4.16.

Figure 4.16. Department-based filtering of academic performance criteria

Network graphs were prepared for departments and research fields by examining the

joint publications of the researchers. The colors of the nodes show the research areas

and the thickness of the connection between the nodes shows strength of collaboration as

shown in Fig. 4.17.

Figure 4.17. Researcher network graph
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Performance metrics that were reported for unit is customized to view the publication

performance of an individual researcher in a separate module as shown in Fig. 4.18. In

this page, mostly cited publications, H-Index of the researcher, Publication Count and

Total Number of Citations of publications are shown. The publication indexed database

distribution is also plotted in a pie chart. Yearly publication count, citation per publication

and their averages are also plotted per researcher within the staff performance page.

Figure 4.18. Academic staff performance profile page

Custom search page has been designed for users to search publications, researchers

and departments (Fig. 4.19). This page allows researchers and publications to be filtered

by keywords, subjects, researchers, departments, years, journals, database, publication

types and q values. The result set returned may be sorted by the user by selecting the table

column header.

In addition, for whole university or each academic unit, a ranking list that includes

bibliometric indicators is tabulated for the followings items:

• H-Indexes, M-Indexes, G-Indexes of Academic Researchers

• Citation Count of Academic Researchers

• Most frequent Keywords of publications

• Mostly cited publications of researchers
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Figure 4.19. Custom search page

Knowing high performing academic researchers, publications and research areas, uni-

versity administrator may support people and research topics where the university is more

effective.

Figure 4.20. Ranking list
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There are a few other software tools used for research evaluation. InCites Benchmar-

king & Analytics, the most known of these tools, is a customized, web-based research

evaluation tool. InCites B&A allows user to analyze institutional productivity, monitor

collaboration activity, identify influential researchers, showcase strengths, and discover

areas of opportunity.

The differences and common points of this study with InCites are shown in Table 4.8.

Table 4.8. Comparison of developed software and InCites

Developed Software InCites

Ranking by indicators X X

Reporting X X

Department-based filtering

within the university
X X

Advanced Filtering X X

Source Data Web of Science Web of Science

Fee Free (Open Source) Paid
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5. CONCLUSION

With this study, an original software for the evaluation of academic publication perfor-

mance was implemented for the Higher Education Institutes. Research performance for

an academic unit or staff may be accessible in real time. Since the system is integrated

with the Web of Science, processed data is reliable.

Academic Performance Evaluation System includes a number of features such as:

• Determination of the contribution of a department to the university

• Determination of the contribution of the researchers to the their departments

• Finding specialized researchers, departments, or publications in a specific research

area

• Finding the potential collaborators for research within the system

• Determination of interdisciplinary studies

• Determination of studies with international cooperation

• Obtaining research performance by subject area of academic units and researchers

in 5 broad categories namely; Life Science and Biomedicine, Art and Humanities,

Physical Sciences, Social Sciences, Engineering and Technology.

• Ranking of researchers using indicators such as H-index, g-index, m-index, number

of publications and number of citations.

As publication performance is a good indicator of quality of research and impact, it

may be used to determine the effectiveness of academicians and universities. Based on the

publication performance, universities may develop an objective method for promotions,

appointments and resource allocations. Also, higher education councils of governments

may use such data to develop policy and implement a publication-based incentive system

for promotion of scientific research. If such academic data made public by the univer-

sity, industry, research centers, academics and students may find partners for research in

desired topics of interest. The software proposed here addresses a significant need.
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